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Lemma Let (X, 1) be a probability space and let a function g such that for
some pg > 1, ¢ > 0, and a > O we have that
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e Observation: The LP norm can be replaced by the weak norm LP-°°,
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]
Another possibility is to use the Taylor expansion of ¢/ ...
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